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ABSTRACT

Motion estimation is a fundamental and resource hungry operation in most of the video coding applications. The most popular method used in any video coding application is block matching motion estimation (BMME). This conventional fast motion estimation algorithm adopts a monotonic error surface for faster computation. However, these search techniques may trap at local minima resulting in erroneous motion estimation. To overcome this issue, various evolutionary swarm intelligence based algorithms were proposed. In this paper, a pattern based motion estimation using zero motion prejudgment and Quantum behaved Particle Swarm Optimization (QPSO) algorithms is proposed, referred to as the Pattern Based Motion Estimation (PBME) algorithm. The notion of QPSO improves the diversity in the search space, which enhances the search efficiency and helps in reduction of the computational burden. At the same time, QPSO needs fewer parameters to control. Therefore, the proposed algorithm enhances the estimation accuracy. An initial search pattern (Hexagonal Based Search) was used which speeds the convergence rate of the algorithm. From the simulation results, it was found that the proposed method outperformed the existing fast block matching (BMA) algorithms of the search point reduction by 40–75%.
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1. INTRODUCTION

The most crucial component of any block based video coding system is motion estimation. This is mainly due to the use of temporal redundancy between progressive frames of video [1]. Consecutive frames of a video sequence have high correlation. So high coding efficiency can be achieved in any video coding system, with reduction in temporal redundancy. Exploitation of temporal redundancy between successive frames in a video codec is possible with a motion compensation technique by predicting the current frame from the past one. Motion estimation (ME) has a vital role in inter-frame prediction. From the available motion estimation techniques, the block-matching algorithm (BMA) is considered the most popular because of its simplicity and has been adopted in most of the video coding standards, namely H.264/AVC and H.265/HEVC [2]. In this case, BMA frames are broken down to blocks, and individual motion vectors are calculated for each block. Here, for each block in the current frame, the motion estimation process is applied and the motion vector is the best matching block in the reference frame. This best matching block becomes the predictor for the current block. The most accurate and computationally expensive method is a full search or an exhaustive search because block matching is done on block by block basis for each and every block [3]. Hence, there is an urgent need for reduction in the computational load while maintaining the quality of the achieved motion information, as well as to find an optimal solution by calculating all possible candidate blocks in the reference frame within its search area.

The application areas of video coding includes fixed and mobile telephony, video conferencing applications, DVD and HDTV applications [4]. In the case of Block Based Motion Estimation (BBME), frames are divided into non-overlapping blocks, and each block of the current frame is matched block by block and connected to a search window in the reference frame based on some minimum matching criteria. This can be either a mean, an absolute difference (MAD) or a sum of absolute difference (SAD), among other methods. The BBME can be regarded as a problem of optimization. The full search algorithm gives a definite optimal solution because it searches block by block. This method cannot be used in a practical scenario because of its large computational burden. To overcome this limitation, various fast search techniques have been proposed in the literature for several video coding standards such as the H.26x series, MPEG series, and HEVC. The vital parameters to develop ME algorithms are the search pattern, choice of an initial centre and search strategy. These three factors are used for the calculation of machine performance and the peak signal to noise ratio (PSNR) [1] of the algorithm.
2. RELATED WORKS

To fulfill real-time processing needs in multimedia applications, the speed of ME algorithms needs to be increased. Therefore, faster motion estimation search methods became popular and have been reported in the literature, where the research is still aimed at reducing the computational costs of full-search algorithms. Fast motion estimation methods include the three-step search (TSS) [5], four-step search (FSS), N-step search (NSS) [6], diamond search (DS) [7], cross diamond search methods (CDS) [8], adaptive road pattern search (ARPS) [9], and hexagonal search (HEXPBS) [10], among others.

These search techniques will be liable to entrapment at local optima on the error surface. The basic hypothesis behind these search methods comes from the concept that the block distortion measure is reduced monotonously if the search points move from the furthest point towards the optimum point. Hence, these fast search methods get trapped at local best solutions instead of achieving the global optimum. To overcome the problem of local minima, various approaches have been proposed in the literature for attaining global optimization to overcome the difficulties of motion estimation. Among available methods, genetic algorithms are often considered. These algorithms are more complex and computationally expensive. Simulated annealing is also applied adaptively of the search process by choosing an intense search region. Other algorithms such as the ant bee colony [11] and different evolution algorithms have also been proposed for motion estimation. However, few attempts have been made in the literature to use of particle swarm optimization (PSO) for solving the problem of motion estimation [3, 12, 13, 14]. However, these methods have intense computational complexity and low estimation accuracy as compared to more traditional methods. To increase the speed of the traditional PSO algorithm presented in [3], the starting point of the particles used a predetermined pattern instead of a random one. The initialization of the particles was either a square or diamond shaped pattern about the centre.

A modified PSO algorithm was proposed in [1] to fulfill the requirement for a low computational load while preserving high motion estimation accuracy. To speed the analysis and simultaneously increase the motion estimation accuracy, various schemes were implemented and applied to the motion estimation process. The modified PSO with certain strategies produced remarkable improvements regarding both estimation accuracy and computational efficiency over other state-of-art methods. However, this can be further increased by using a more accurate block matching process that can further lower the computational complexity. One of the improved PSO methods for higher accuracy and low computational complexity is QPSO. This paper deals with pattern based motion estimation techniques using QPSO and zero motion prejudgment. QPSO is used here because a particle remains in the bound state, which can appear at any point in the entire search space with a definite probability, even if the position is far away from the learning inclination point.

This QPSO algorithm outperforms the conventional PSO algorithm due its ability to attain global convergence and its quantum system has more states than a linear system. In the proposed method, initially, a video sequence is given as input followed by extraction of frames. Each frame is divided into non-overlapping blocks. Before doing motion estimation, zero motion prejudgment is performed as a preprocessing step to check whether the blocks are static or in motion. If the blocks are static, then there is no necessity to do motion estimation. This step reduces computation and saves memory. Then, a predefined or fixed search pattern, namely a hexagonal search pattern, is used for distribution of the search in the search window. The QPSO algorithm is applied for a faster search in motion estimation. Here, \( P_{best} \) and \( G_{best} \) are calculated. The proposed method saves memory and simultaneously speeds up the process substantially.

The rest of this paper is organized as follows: Section 2 renders materials and methods which discuss the background of basic motion estimation techniques, as well as evolutionary algorithms such as PSO and QPSO. It also reviews some of the state-of-art regarding the evolutionary approach towards motion estimation. Section 3 focuses on the proposed method for motion estimation using QPSO and zero motion prejudice. The proposed technique is validated and verified using various performance measures and metrics such as Peak Signal to Noise Ratio (PSNR), Mean Structural Similarity Index (MSSIM), Feature Similarity Index (FSIM) and Universal Quality Index (UQI) which are discussed in Section 4. Finally, the concluding remarks are presented in the Section 5.

The major contributions of this paper are:

- Motion estimation using an evolutionary approach
- Zero motion prejudgement to find out the blocks that are stationary and in motion
- Use of the QPSO algorithm with a hexagonal based pattern for finding a motion vector in a motion field with fewer search points

3. MATERIALS AND METHODS

3.1 Motion Estimation

Motion estimation is applied in most video application scenarios, namely video compression, segmentation and tracking. The most popular and widely accepted algorithm for motion estimation is the block-matching algorithm (BMA) [15]. In the case of block
matching, a frame is broken down into various rectangular blocks and motion vectors for all the blocks are estimated on a block by block basis over a search range in the reference frame. This is done by calculating the nearest matching block of pixels as per the defined matching criteria, primarily the sum of squared differences (SSD) or sum of absolute differences (SAD). Motion estimation can achieve a substantial amount of compression by exploiting the temporal redundancy that exists in most video sequences.

Various motion estimation methods have been discussed in the literature. They strive for reduction of computational complexity. These methods are the block-matching algorithm, parametric based models [16], optical flow models [17] and pel recursive techniques [18]. Block-matching algorithms seem to be the most popular one among those available. This is because of their effectiveness and simplicity for both hardware and software applications. The predictor block is the best matching block where the displacement is given by a translational motion vector (MV). Hence block-matching can be treated as an optimization problem to find the best matching block in a predefined search space. The full search algorithm [19] provides an optimal solution on minima matching in (0,1) also: 

\[ \phi(k,n) = \frac{1}{2} \ln(\frac{1}{w_{k,n}}) \]  

where \( w \leq u, v \leq w \). \((u,v)\) is the distance of the candidate block to the current block, \( f(i,j) \) implies the Engineering design, and many more [22].

Gray value of \((i,j)\)th pixel in the current frame, and \( f_{t-1}(i,j) \) shows the gray value of \((i,j)\)th pixel in the previous frame. The displacement vector \((u,v)\) of the candidate block with the minimum \( SAD(u,v) \) gives the motion vector. The size of block is \( N \times N \) and \( u,v \) are in the range \([-w,w]\). The basic H.264 codec structure is shown in Fig. 1. The basic motion estimation process using a block matching algorithm is illustrated in Fig. 2.

![Fig.2: Block Matching Process.](image)

### 3.2 Overview of QPSO

In a PSO system, the search area cannot cover the entire viable region, and global convergence is not assured. This is the important cause of early termination in PSO. To overcome this issue, quantum-behaved particle swarm optimization (QPSO) is proposed [20]. In the QPSO algorithm, the position of a particle is portrayed by its local attractor and by a probability density function. By adopting this approach, there is no constraint on particle trajectory. Furthermore, there is only a single parameter in QPSO. Recently, QPSO was successfully employed in a variety of optimization problems, such as constrained optimization, multi-objective optimization, and engineering design, among many others [22].

QPSO, a probabilistic algorithm, was proposed by Sun et al. [23]. The details of the QPSO algorithm are depicted in Algorithm 1. The source of inspiration in QPSO algorithm was primarily the quantum mechanics of particles and the trajectory analysis of PSO, which was formulated by Clerk and Kennedy in 2002. From the trajectory analysis of PSO, it can be observed that every particle in a PSO algorithm oscillates around and converges at a local minimum or remains in a bound state. In the case of QPSO, the particles have persistent quantum behaviour and are in a bound state. Furthermore, it was also assumed that the particles were attracted towards a quantum potential well that is centred on its local point giving rise to a stochastic update equation. Later, a mean best position was introduced to the algorithm to increase the global search capacity of this QPSO [23]. The flowchart of the QPSO algorithm is shown in Fig. 3. Updating the position of particles is done as follows:

\[ X_{k,n+1}^l = p_{k,n}^l \pm \frac{L_{k,n}^l}{2} \ln\left(\frac{1}{u_{k,n}}\right) \]  

where \( X_{k,n+1}^l \) is the current position vector at \((n+1)\)th iteration, \( u_{k,n}^l \) is a random number which is uniformly distributed in \((0,1)\) and \( p_{k,n}^l [24] \) is a local attractor that ranges from \( p_{k,n}^l, p_{k,n}^2, \ldots, p_{k,n}^N \).

\[ p_{k,n}^l = \varphi_{k,n}^l p_{k,n}^l + (1 - \varphi_{k,n}^l) p_{g,n}^l \]  

and \( p_{k,n}^l \) is the local best previous position which is a vector that ranges from \( p_{k,n}^l, p_{k,n}^2, \ldots, p_{k,n}^N \).

\[ L_{k,n}^l = 2\beta |p_{k,n}^l - X_{k,n}^l| \]  

where \( \varphi_{k,n}^l \) is uniformly distributed random number in \((0,1)\) also:

\[ X_{k,n+1}^l = p_{k,n}^l \pm \beta |p_{k,n}^l - X_{k,n}^l| \ln\left(\frac{1}{u_{k,n}}\right) \]  

where \( \beta \) being the contraction-expansion (CE) coef-
Algorithm 1: QPSO Algorithm

begin
    Initialization of actual positions and the $P_{beat}$ positions of all particles; Evaluation of their fitness value and global best positions $G_0$ and Set $n = 0$;
    while the end point condition is not satisfied do
        choose an appropriate value for $\alpha$;
        for $i = 1$ to $M$ do
            Objective function value evaluation $f(X_i, n)$;
            Update $P_{i,n}$ and $G_n$;
            for $j = 1$ to $N$ do
                $\sigma_{i,n} = \text{rand}1(\cdot)$
                $P_{i,n} = \phi_{i,n} p_{i,n} + (1 - \phi_{i,n}) g_n$
                $u_{i,n+1} = \text{rand}2(\cdot)$;
                if $\text{rand}3(\cdot) < 0.5$ then
                    $X_{i,n+1} = P_{i,n} + \alpha |X_i,n - p_{i,n}| \ln(1/u_{i,n+1})$
                else
                    $X_{i,n+1} = p_{i,n} - \alpha |X_i,n - p_{i,n}| \ln(1/u_{i,n+1})$
                end
            end
        end
        Set $n + n + 1$;
    end
end

The particle positioning is updated according to the equation:

$$X_{k,n+1}^l = P_{k,n}^l + \beta |P_{k,n}^l - X_{k,n}^l| \ln\left(\frac{1}{u_{k,n}^l}\right)$$  \hspace{1cm} (6)

Finally, the QPSO equation is given as:

$$X_{k,n+1}^l = P_{k,n}^l + \beta |mbest_{n}^l - X_{k,n}^l| \ln\left(\frac{1}{u_{k,n}^l}\right)$$ \hspace{1cm} (7)

the range of $\beta$ is set as 1 and is gradually reduced to 0.5 linearly. The method for choosing this $\beta$ value is by trial and error. In our case, the most suitable value of $\beta$ was found to be 0.5 for better performance of the algorithm.

4. PROPOSED METHOD

The proposed method deals with a pattern based motion estimation technique using QPSO and zero motion prejudgment. The flow chart of the proposed algorithm is given in Fig. 5. Here, initially a video sequence is given as input followed by extraction of frames. Then, these individual frames are partitioned into non-overlapping blocks. The images are partitioned into blocks of 8x8 pixels that are called as macroblocks. The macroblock partition is hierarchical on the block position, and therefore every macroblock consists of four blocks.

Before doing motion estimation, zero motion prejudgement is performed as a preprocessing step to check whether the blocks are static or in motion. If
the blocks are static, then there is no need to do motion estimation. This step reduces computation and saves memory. After the non-static blocks are considered, a predefined search pattern, namely a hexagonal search pattern, is used for the search in the search window. Then, the QPSO algorithm is applied for a faster motion estimation process. Here, $P_{\text{best}}$ and $G_{\text{best}}$ are calculated.

The block diagram of the proposed method is shown in Fig. 4 and generally consists of four parts:
1. Pre-processing
2. Zero motion prejudgement
3. Choice of fixed pattern
4. Efficient search using QPSO

### 4.1 Pre-Processing

The pre-processing step consists of the following steps:
1. Conversion of input video to frames
2. Conversion of colour images to a gray scale
3. Resizing the image frames
4. Block partitioning

The first step is conversion of the input video data into a number of frames. These frames are converted to gray scale images. Then the frames are resized as necessity of upsampling or downsampling. These resized frames are converted into blocks using block partitioning, which is done by converting all of the frames to $8 \times 8$ blocks.

### 4.2 Zero motion prejudgement

Successive video frames in a sequence consists of around 70% static macro blocks that do not require any further search. So, to calculate the static macro blocks, the zero motion prejudgement (ZMP) mechanism is used before the start of the actual motion estimation process. Therefore, a considerable reduction in computational effort is possible while the remaining search becomes faster and thus saves memory. To check if a block is stationary or not, block distortion is measured and compared with a predefined threshold value, $T$. If the distortion value is below the threshold, then it is a stationary block and the search process is stopped. Thus, its resultant motion vector is $(0, 0)$. The detailed process of determining the threshold value is given in the literature [25].

### 4.3 Choice of Fixed Pattern: Hexagonal Based search

An assumption made by Zhu et al. [10] is that when the distortion within a small neighbourhood increases monotonically, a circular shaped search
Algorithm 2: Proposed PBME using Zero motion Pre-judgement and QPSO

begin
  Initialization of actual positions and the $P_{best}$ positions of all particles;
  for every frame $i$ do
    for every macro block $j$ do
      $zmpc \leftarrow SAD(I_{i-1}(j), I_i(j))$;
      if $zmpc < t$ then
        the macro block (MB) is static
        $MV = [0, 0]$ Continue
      else if $MB_j$ is in the leftmost column of frame $i$ then
        initial particles are in square pattern
      else if $MB_j$ is in the bottom right column then
        initial particles are in diamond pattern
      else
        $MB_j$ is in the bottom right corner column initial particles are in cross diamond pattern
      end
    end
  initial particles are in hexagonal pattern
end
start the QPSO search
for each iteration time $t$ do
  for each particle $p$ do
    Evaluate the SAD using equation 1
    update $P_{best}$ and $G_{best}$
    update position
  end
end
end

method is more effective for obtaining the highest uniform search speed [27]. A triangle or diamond shape cannot be approximated by a circle, so a hexagon can be used. This pattern consists of seven points used in a search. Of these, the centre point is enclosed by the other six points of a hexagon. Among these six points, two horizontal points are at a distance of two units from the centre and the remaining four points are at a distance of $p=5$ from the centre. These six end points are uniformly distributed around the centre. Each time the centre point moves in relation to any of the six points, then that point results in three new points, while the remaining three points overlap. This search process continues until it comes to an edge. The hexagonal search pattern and the motion estimation direction is shown in Fig. 7.

4.4 Efficient search using QPSO

A QPSO based approach is an efficient search technique compared to the conventional rapid search techniques because a particle remains in a bound state, which can be present at any point in the entire search space with a definite probability, even if the position is far away from the learning inclination point. Thus, in a quantum system, the principle of superposition holds, and this system has far more states than a linear system. Also, in a quantum system, a particle can be present at any point with a certain probability distribution as it has no fixed trajectory [28]. Hence, the QPSO algorithm has a global convergence property and therefore reduces the computational load result-

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Y RES</th>
<th>U/V RES</th>
<th>Freq</th>
<th>F</th>
<th>CF</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden</td>
<td>720×576</td>
<td>360×576</td>
<td>50</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>News</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Akiyo</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Container</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>B</td>
</tr>
<tr>
<td>Hall</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Object</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Mother</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Daughter</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Ocean</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Forest</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
<tr>
<td>Confutron</td>
<td>720×486</td>
<td>360×486</td>
<td>60</td>
<td>300</td>
<td>4:2:2</td>
<td>A</td>
</tr>
</tbody>
</table>

Table 1: Video Data Set Configuration.
Fig. 6: Video data set (a) Garden (b) Football (c) Tennis (d) Clare [26].

5. SIMULATION RESULTS

This section gives a detailed discussion of the various evaluation parameters that were used to quantify the effectiveness of the proposed pattern-based QPSO motion estimation algorithm. A detailed comparative performance of the proposed algorithm with the state-of-the-art is presented in this section.

5.1 Experimental Environment

This section deals with the simulation results of the proposed QPSO-based ME compared to those of the existing conventional algorithms. The simulations were done with the standard benchmark datasets as shown in Table 1. These standard videos have different format degrees and types of motion. They are QCIF: 176×144, CIF: 352×288, and SIF: 352×240. The Clare video is gentle, smooth with low motion variation, which consists of mostly stationary blocks. Whereas the Tennis video is complex and contains a medium level of motion. However, sequences like Garden and Football consist of high motion activities, which are dependent on camera panning and complex motions.

5.2 Experimental results and discussion

The input individual frames were partitioned into macroblocks of size 8×8 with a maximum displacement within a search range of ±7 pixels. For the performance comparison of the proposed method, various conventional search algorithms were implemented. The motion displacement ‘p’ or the search range has a direct impact on both computation complexity and prediction quality of the block matching technique. A small p provides poor compensation for areas with faster motion and thus resulting in poor prediction quality. Alternatively, a large p results in good prediction quality, thereby increasing the computational load since there are (2p+1)² blocks. A large p will produce a longer MV, thus increasing the motion overhead. So, in general, the maximum permissible displacement of p=±7 pixels is sufficient for low bit rate environment.

Table 2: Average PSNR of different methods with various data sets.

<table>
<thead>
<tr>
<th>Test VS</th>
<th>FS</th>
<th>TSS</th>
<th>4SS</th>
<th>ARPS</th>
<th>PSO</th>
<th>QPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
<td>25.6</td>
<td>23.85</td>
<td>23.62</td>
<td>24.68</td>
<td>25.02</td>
<td></td>
</tr>
<tr>
<td>Football</td>
<td>18.7</td>
<td>17.53</td>
<td>17.31</td>
<td>17.91</td>
<td>18.25</td>
<td></td>
</tr>
<tr>
<td>Clare</td>
<td>39.8</td>
<td>38.89</td>
<td>38.89</td>
<td>39.63</td>
<td>39.71</td>
<td></td>
</tr>
<tr>
<td>Garden</td>
<td>20.2</td>
<td>18.83</td>
<td>18.79</td>
<td>18.79</td>
<td>18.85</td>
<td></td>
</tr>
</tbody>
</table>

The simulations were based on performance indices such as PSNR, SSIM, and the number of search points. The simulations were performed on a core i7 processor at 3.7 GHz with 4GB RAM. To compare the performance of the proposed method with the standard methods, i.e., FS, TSS, 4SS, ARPS, and DS, were implemented. The average value of the PSNR and search points were calculated to provide the statistical significance of the proposed method. As this is an iterative process, the permissible total number of iterations (Iₘₐₓ) has to be limited. The simulation results were done with an initial particle position of a hexagonal-based pattern.

Fig. 7: Hexagonal Pattern: (a) Large Hexagonal pattern; (b) Small hexagonal pattern; and (c) Example of a search path locating the motion vector (+4, -4).

The search efficacy is usually calculated by finding...
the number of search points used for the estimation of a motion vector. Table 3 shows that the proposed QPSO algorithm takes the smallest number of average search points, in the range of 7.23 to 9.52, as compared to other state-of-the-art techniques. The simulations were tested using all four data sets as shown in Fig. 6. A fewer number of search points reduced the computational burden which enhanced the efficacy of motion estimation thereby improving the efficiency of video coding.

It is found that PSO took 20 iterations to converge, whereas the proposed motion estimation algorithm converged after only 5 iterations. A comparison of computation time is presented in Table 6.

### Table 3: Average PSNR of different methods with various data sets.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Garden</th>
<th>Clare</th>
<th>Football</th>
<th>Tennis</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>190.5614</td>
<td>190.5614</td>
<td>190.5614</td>
<td>190.5614</td>
</tr>
<tr>
<td>NTSS</td>
<td>22.1077</td>
<td>22.6635</td>
<td>22.1451</td>
<td>22.998</td>
</tr>
<tr>
<td>DS</td>
<td>11.7523</td>
<td>12.6424</td>
<td>12.6715</td>
<td>15.586</td>
</tr>
<tr>
<td>ARPS</td>
<td>11.6322</td>
<td>11.9978</td>
<td>12.7612</td>
<td>16.517</td>
</tr>
<tr>
<td>PSO</td>
<td>8.3291</td>
<td>9.6227</td>
<td>10.8664</td>
<td>11.651</td>
</tr>
</tbody>
</table>

### Table 4: Average Speed Improvement Rate (SIR).

<table>
<thead>
<tr>
<th>Average SIR in %</th>
<th>Garden</th>
<th>Clare</th>
<th>Football</th>
<th>Tennis</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSO Over NTSS</td>
<td>67.29</td>
<td>62.63</td>
<td>57.91</td>
<td>56.88</td>
</tr>
<tr>
<td>QPSO Over DS</td>
<td>38.36</td>
<td>34.20</td>
<td>26.44</td>
<td>38.07</td>
</tr>
<tr>
<td>QPSO Over ARPS</td>
<td>31.98</td>
<td>30.55</td>
<td>26.96</td>
<td>41.71</td>
</tr>
<tr>
<td>QPSO Over PSO</td>
<td>15.21</td>
<td>13.57</td>
<td>14.22</td>
<td>13.78</td>
</tr>
</tbody>
</table>

In the proposed scheme, i.e., the QPSO based search algorithm, the state of the particles was described with the help of only a position vector instead of position and velocity. Furthermore, from the QPSO algorithm, we can see that, there is only one control parameter. This makes realization simpler than the PSO algorithm. QPSO performed better because the number of computations was reduced while maintaining the same or improved quality of the video data. This was mainly due to the mutation operator that provided diversity in the search space and thus increased its global search capability.

This technique provided perfect motion estimation with less computational complexity. It also provided high accuracy when compared to a full search and a diamond search.

**Different search technique**

**FS:** The full search algorithm is very easy to implement, and it gave the most accurate results. This is because it calculates all possible displacements within a search range using a block distortion measure. So, no specific algorithm is necessary. It is merely a 2-D search.

**TSS:** As three steps are used to find the best matched macroblock within the search window of the reference frame, the name is three step search. The step size of the search window is initially set to half of the search area. Nine points, including the centre point and eight check points on the boundary of the search window, are selected at each step. Next, the search centre moves forward to the matching point with the minimum SAD of the first step and the step size of the second step is reduced by a factor of two. The stopping criteria is when the step size is reduced to a single pixel, and the optimum motion vector with the minimum SAD is obtained.

**4SS:** The four step search algorithm uses nine points for comparison, and then the points are selected based on the following algorithm: the search step starts with a size of 2. The MAE is calculated for all the points, and the point with minimum MAE detected. Then, the centre is moved to the detected point. This is done until it reaches the boundary and the step size is reduced to a single pixel pixel.

**ARPS:** A rood-shaped search pattern is used, in which the size of the rood arms have a provision for adjustment adaptively while searching. The motion vector of the immediate left neighbouring block is used to predict the motion vector for the current block.

**DS:** The Diamond Search uses two search patterns, a large diamond for a general purpose gradient search and a smaller diamond for final stage improvement. The approach is very much similar to the 2-D Logarithmic search in that a large diamond pattern at stage k is centred on the point with a minimum BDM from stage k-1. When the search remains at the centre of the pattern, the small diamond pattern is invoked to refine the motion vector before termination.

**HEXBS:** The HEXBS may find motion vector in a motion field with fewer search points than the diamond search algorithm.

![Fig.8: SSIM plot for all the four video sequence.](image)
5.3 Comparative analysis

The average speed improvement rate (SIR) for various algorithms is summarized in Table 4. The SIR in SIR \( \% \) is given by:

\[
SIR = \left( \frac{N_2 - N_1}{N_1} \right) \times 100\% \tag{8}
\]

where \( N_2 \) is the number of search points used in method 2, while \( N_1 \) is the number of search points used in method 1. The results in Table 4 demonstrate that the proposed method can reduce the number of search points from 13\% to 67\% compared to other block matching algorithms. Fig. 10, 11, 12, 13 display the plots for average PSNR for all four data sets on frame by frame basis. The SSIM plot is depicted in Fig. 8. This plot shows that the reconstruction quality of the frames for QPSO was better as compared to other state-of-the-art techniques, including PSO.

Table 5: SSIM comparison of each video sequence.

<table>
<thead>
<tr>
<th>Methods for ME</th>
<th>Garden</th>
<th>Football</th>
<th>Tennis</th>
<th>Clare</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>0.8178</td>
<td>0.8835</td>
<td>0.811</td>
<td>0.7965</td>
</tr>
<tr>
<td>NTSS</td>
<td>0.7707</td>
<td>0.8696</td>
<td>0.6838</td>
<td>0.6875</td>
</tr>
<tr>
<td>DS</td>
<td>0.7664</td>
<td>0.8533</td>
<td>0.7195</td>
<td>0.7264</td>
</tr>
<tr>
<td>ARPS</td>
<td>0.802</td>
<td>0.863</td>
<td>0.7912</td>
<td>0.7632</td>
</tr>
<tr>
<td>PSO</td>
<td>0.8095</td>
<td>0.8793</td>
<td>0.7964</td>
<td>0.7813</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.8102</td>
<td>0.8825</td>
<td>0.8034</td>
<td>0.7892</td>
</tr>
</tbody>
</table>

Fig. 9 shows a bar plot of the average PSNR for all four data sets. This plot shows that the average PSNR value for the proposed method was higher compared to the FS, DS, ARPS and the PSO based search methods. Table 5 shows the SSIM comparison, where the proposed method has good reconstruction compared to other methods. It is obvious that the SSIM index for FS will be higher. This is because all blocks are involved in the matching process as compared to the other techniques. However, the proposed method has a higher SSIM index than the other methods, except for the full search.
5.4 Complexity Analysis

The computation complexity depends on the time complexity and the number of operations being done. The computation time is illustrated in Table 6 and the computational complexity is given in Table 7. From Table 6, it can be seen that the proposed method takes less time for the computation of a motion vector for all four data sets. The complexity of the proposed method is only 1+ p log p operations, which is very less than other state-of-the-art methods.

Table 6: Computation time (seconds) of various motion estimation algorithms.

<table>
<thead>
<tr>
<th>Video Data set</th>
<th>FS</th>
<th>NTSS</th>
<th>DS</th>
<th>ARPS</th>
<th>PSO</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Football</td>
<td>3081.26</td>
<td>111.49</td>
<td>64.64</td>
<td>61.96</td>
<td>56.39</td>
<td>38.17</td>
</tr>
<tr>
<td>Tennis</td>
<td>3099.05</td>
<td>110.45</td>
<td>53.41</td>
<td>46.5</td>
<td>49.75</td>
<td>32.41</td>
</tr>
<tr>
<td>Garden</td>
<td>3062.48</td>
<td>106.27</td>
<td>49.09</td>
<td>40.9</td>
<td>44.87</td>
<td>28.76</td>
</tr>
<tr>
<td>Clare</td>
<td>3057.64</td>
<td>104.47</td>
<td>48.41</td>
<td>39.58</td>
<td>42.65</td>
<td>26.73</td>
</tr>
</tbody>
</table>

Table 7: Computational complexity of various search methods for motion estimation.

<table>
<thead>
<tr>
<th>Search Method</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>$2^q(2p+1)^2$</td>
</tr>
<tr>
<td>TSS</td>
<td>$[1+8\log_2(p+1)]$</td>
</tr>
<tr>
<td>NTSS</td>
<td>$[1+8\log_2(p+1)]+8$</td>
</tr>
<tr>
<td>4SS</td>
<td>$[18\log_2(p+1)]/4+9$</td>
</tr>
<tr>
<td>ARPS</td>
<td>$2^q(2^q(p+1))$</td>
</tr>
<tr>
<td>PSO</td>
<td>$p^2$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$1+ p \log p$</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

A novel pattern based motion estimation approach utilizing QPSO is proposed in this paper to provide a lower computational burden with enhanced accuracy. In this scheme, a pattern is predefined (HEXBS) initially followed by evolutionary based search techniques using the QPSO algorithm. QPSO is being used here to overcome the problem of entrapment at local optima, as well as yielding faster computation. The algorithm evades the problem faced by the conventional PSO. The validation of the proposed algorithm was done with various experiments. From the experimental results it can be concluded that the proposed approach outperformed the conventional methods in terms of PSNR, SSIM, SIR %, and the average number of search points. Various graphical representations were made for the justification of the proposed method’s superiority over other techniques.

This work can be further extended by going beyond this QPSO and using some other variants of PSO, namely CLPSO, DMS-PSO, FIPS, ELPSO, CPPSO, and GOPSO, with an aim to achieve better block matching with lower computational complexity.
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