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Abstract

The fuzzy stochastic data envelopment analysis (FSDEA) model is a mathematical programming for estimating production frontiers and measuring the relative efficiencies of a set of homogenous decision making units (DMUs) that use multiple fuzzy random inputs to produce multiple fuzzy random outputs. Since the conventional data envelopment analysis (DEA) model is built based on linear programming (LP) concept, then exact (refer to as crisp in fuzzy terminology) and deterministic inputs and outputs are required. In this paper, the concept of chance-constrained programming (CC) and the possibility approach are proposed to confront randomness and vagueness in inputs and outputs. Since many DEA models are introduced by researchers, then the most basic DEA model in a case of constant return to scales (CRS), which is called an input-oriented CCR envelopment (DCCR-I) model, is focused in this paper. The result of two steps for transforming, the first one is to convert a fuzzy stochastic DCCR-I (FSDCCR-I) model to a fuzzy deterministic DCCR-I (FDDCCR-I) model by using both of the CC and the linearization approach, then both of the CC and the possibility approach...
are used convert the FDDCCR-I model into basic assumptions of traditional DEA concepts, referred as the crisp deterministic DCCR-I (CDDCCR-I) model.

1. Introduction

The traditional DEA model is a widely applied non-parametric mathematical programming technique for estimating production frontiers and measuring the relative efficiencies of a set of homogenous DMUs that use multiple inputs to produce multiple outputs. The first DEA model is a CCR model, which was proposed by Charnes et al. [4], is used to evaluating the performance of a set of comparable DMUs based on a case of the CRS of efficiency production frontiers for input or output oriented models, and extended to a case of the variable returns to scale (VRS) by Banker et al. [1], which is called BCC model, the non-increasing and non-decreasing returns to scale (NIRS and NDRS) which were imposed by Zhu [14], the additive (ADD) model, which is used to combine input and output orientations in a single model [3], the slacks-based measure of efficiency (SBM), which is in form of a single scalar in ADD model based on an units invariant and monotone properties [12], and many others. One of the advantages of the DEA model is that it does not require either priori weights or explicit specification of functional relations between the multiple outputs and inputs. Numerous research papers on efficiency measurement using DEA have been conducted in a number of contexts including education systems, healthcare units, productions, and military logistics (see [11], for a bibliography of more than 800 articles on DEA applications). However, DEA modeling in the real world is based decision on fuzzily imprecise and probabilistically uncertain information, which cannot be handled by the traditional DEA model, so the FSDEA model is proposed in this paper. Since many DEA models are introduced by researchers, then the most basic DEA model, which is DCCR-I model, is focused in this paper. Based on FSDCCR-I model, there are two uncertainties in both of input and output data. Confronting uncertainty, the concept of CC, which was proposed by Charnes and Cooper [2], is used to deal with randomness in data. CC is a kind of stochastic optimization approaches. It is suitable for solving optimization problems with random variables included in constraints and sometimes in the objective function as well. The constraints are guaranteed to be satisfied with a specified probability or confidence.
level at the optimal solution found. Subsequently, some researchers established some theoretical results in the field of stochastic DEA [8, 9]. To deal with vagueness in data, the fuzzy set theory and possibility theory which were introduced by Zadeh [13] are used (good references on possibility theory can be found in [7] and [15]). Subsequently, Lertworasiriruk et al. [9] adopted this theory to solve a fuzzy DEA (FDEA) model.

This paper is organized as follows. The traditional DEA and possibility theory are summarized in Section 2. In Section 3, the Fuzzy Stochastic DEA and the Chance-Constrained DEA model are introduced. In Section 4 and 5, the chance-constrained fuzzy stochastic DEA (CC-FSDEA) is transformed into the equivalent fuzzy deterministic DEA model and crisp deterministic DEA model, respectively. A numerical example and conclusion of this paper are proposed in Section 6 and 7, respectively.

2. Background

2.1 Data Envelopment Analysis (DEA)

In the usual setting, suppose that there are $n$ evaluated DMUs, each of which consumes the same type of $m$ inputs and produces the same type of $s$ outputs. All inputs and outputs are assumed to be nonnegative, but at least one input and one output are positive. If the input and output data for DMU$_j$, $j = 1, \ldots, n$ are $(x_{ij}, \ldots, x_{ij})$ and $(y_{ij}, \ldots, y_{ij})$ respectively, then the efficiency of an evaluated DMU (DMU$_o$) where $o$ ranges over $1, \ldots, n$ is measured by solving the following fractional programming (FP) problem to obtain the values of input weights, $v_i$, and output weights $u_r$ for $i = 1, \ldots, m$ and $r = 1, \ldots, s$ as decision variables.

\[
\begin{align*}
\text{(FP) max } \theta &= \frac{\sum_{r=1}^{s} u_r y_{ro}}{\sum_{i=1}^{m} v_i x_{io}} \\
\text{Subject to } &\frac{\sum_{r=1}^{s} u_r y_{ij}}{\sum_{i=1}^{m} v_i x_{ij}} \leq 1 \text{ for } j = 1, \ldots, n \\
u_r, v_i &\geq 0
\end{align*}
\]

If the denominator of (1) is set as 1 and moved to be a constraint, after multiplying both sides of constraints in (2) by the corresponding denominator then the fractional programming problem is equivalent to the following linear programming (LP) problem.

\[
\text{(CCR) max } \theta = \sum_{r=1}^{s} u_r y_{ro}
\]
Subject to \[ \sum_{i=1}^{m} v_i x_{io} = 1 \] \[ \sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0; j = 1, \ldots, n \] \[ u_n, v_i \geq 0 \] (7)

For every LP, there exists the related dual problem, in which the roles of variables and constraints are reversed. Suppose that real variables \( \theta \) and \( \lambda_j \) for \( j = 1, \ldots, n \) are dual variables. From Pareto-Koopmans efficiency, a DMU is fully efficient if and only if it is not possible to improve any input or output without worsening some other input or output [6] Therefore, the dual problem of CCR model (DCCR) or envelopment model is the following multi-objective LP problem.

(Phase I-DCCR) min \( \theta \)  (8)

(Phase II-DCCR) max \[ \sum_{i=1}^{m} s_i^- + \sum_{r=1}^{s} s_r^+ \]  (9)

Subject to \[ \theta x_{io} - \sum_{j=1}^{n} \lambda_j x_{ij} - s_i^- = 0; i = 1, \ldots, m \] \[ \sum_{j=1}^{n} \lambda_j y_{rj} - y_{ro} - s_r^+ = 0; r = 1, \ldots, s \] \[ \theta \ \text{Unrestricted}, \ \lambda_j \geq 0, \ s_i^- \geq 0, \ s_r^+ \geq 0 \] (12)

In the first phase, LP problem is solved to find the optimal \( \theta^* \). Then the second phase is to find a solution that maximizes the sum of all slacks with assurance that \( \theta^* \) will not be possible to improve any input or output with worsening some other inputs or outputs. The DMU_o is determined to be radial efficient if and only if an optimal solution satisfies \( \theta^* = 1 \), and will be called CCR-efficiency if and only if an optimal solution satisfies \( \theta^* = 1 \) and all slacks are zero. An optimal solution \((\lambda_j^*, s_i^-, s_r^+)\) from (8)-(12) is called the max-slack solution. If the max-slack solution satisfies both \( s_i^- = 0 \) and \( s_r^+ = 0 \), then it is called zero slack. For an inefficient DMU_o, its efficiency of \((x_{io}, y_{ro})\) can be improved by projecting DMU_o into its reference set which is defined by \( E_o = \{ j \mid \lambda_j^* > 0 \} \) for \( j \in \{1, \ldots, n\} \). Projections of the input oriented DCCR model are given in the following formula.
\[ x_{io,\text{improve}} = \theta^* x_{io} - s_i^* \quad \text{and} \quad y_{ro,\text{improve}} = y_{ro} + s_r^* \]  

(13)

Note that, there are three important reasons for solving the envelopment model instead of solving its primal model. First, the number of DMUs \( n \) is larger than the number of inputs and outputs \( m + s \) and hence it takes more time and larger memory to solve primal problem or multiplier model with \( n \) constraints than to solve the envelopment model with \( m + s \) constraints. Second, the activities of inefficient DMU cannot be improved because the reference set and max-slack solution cannot be found in multiplier models. Finally, the interpretations of envelopment models are more straightforward than these of multiplier models. [6]

2.2 Possibility Theory

Possibility theory in the context of the fuzzy set theory was introduced by Zadeh [13] which was dealing with non-stochastic imprecision and vagueness. Suppose that \((\Theta_i, P(\Theta_i), \pi_i)\) for \( i = 1, \ldots, n \) is a possibility space with \( \Theta_i \) being the nonempty set of interest, \( P(\Theta_i) \) is the collection of all subsets of \( \Theta_i \), and \( \pi_i \) is the possibility measure from \( P(\Theta_i) \) to \([0, 1] \), then

(i) \( \pi(\emptyset) = 0 \) and \( \pi(\Theta_i) = 1 \), and

(ii) \( \pi(\cup_i A_i) = \sup\{\pi(A_i)\} \) with each \( A_i \in P(\Theta_i) \).

Let \( \tilde{\zeta} \) be fuzzy variable as a real-valued function defined over \( \Theta_i \), therefore the membership function of \( \tilde{\zeta} \) is given by

\[
\mu_{\tilde{\zeta}}(s) = \pi(\{\theta_i \in \Theta_i / \tilde{\zeta}(\theta_i) = s\}) = \sup_{\theta_i \in \Theta_i} \{\pi(\{\theta_i\}) / \tilde{\zeta}(\theta_i) = s\}, \forall s \in \mathcal{Y}.
\]

(14)

Let \((\Theta, P(\Theta), \pi)\) be a product possibility space such that \( \Theta = \Theta_1 \times \ldots \times \Theta_n \) then

\[
\pi(A) = \min\{\pi_i(A_i) / A = A_1 \times \ldots \times A_n, A_i \in P(\Theta_i)\}.
\]

(15)

To compare fuzzy variables, let \( \tilde{a}_1, \ldots, \tilde{a}_n \) be fuzzy variables and \( f_j : \mathcal{Y}^n \to \mathcal{Y} \) be a real-valued function for \( j = 1, \ldots, m \). The possibility measure of fuzzy event is given by

\[
\pi(f_j(\tilde{a}_1, \ldots, \tilde{a}_n) \leq 0) = \sup_{s_1, \ldots, s_n \in \mathcal{Y}} \{\min\{\mu_{\tilde{a}_i}(s_i)\} / f_j(s_1, \ldots, s_n) \leq 0\}.
\]

(16)

3. FSDCCR-I Model

In this paper, a fuzzy random variable (which is a measurable function from a probability space to the set of fuzzy variables) first proposed by Kwakernaak [8] is used
in the DCCR model under random and vague environment. The fuzzy stochastic DCCR (FSDCCR) and chance-constrained FSDCCR (CC-FSDCCR) models are as follows.

(FSDCCR) min $\theta$  

Subject to $\theta \bar{x}_{i0} - \sum_{j=1}^{n} \lambda_j \bar{x}_{ij} \geq 0; i = 1, \ldots, m$  

$\sum_{j=1}^{n} \lambda_j \bar{y}_{rj} - \bar{y}_{ro} \geq 0; r = 1, \ldots, s$  

$\theta$ Unrestricted, $\lambda_j \geq 0$  

where $\bar{x}_j = (\bar{x}_{1j}, \ldots, \bar{x}_{mj})^T$ and $\bar{y}_j = (\bar{y}_{1j}, \ldots, \bar{y}_{sj})^T$ respectively represent ($m \times 1$) and ($s \times 1$) fuzzy random input and output vectors.

(CC-FSDCCR) min $\theta$  

Subject to $\pi \left\{ Pr \left\{ \sum_{j=1}^{n} \lambda_j \bar{x}_{ij} - \theta \bar{x}_{i0} \leq 0 \right\} \geq 1 - \alpha_i \right\} \geq \varpi_i$  

$\pi \left\{ Pr \left\{ \bar{y}_{ro} - \sum_{j=1}^{n} \lambda_j \bar{y}_{rj} \leq 0 \right\} \geq 1 - \beta_r \right\} \geq \omega_r$  

$\theta$ Unrestricted, $\lambda_j \geq 0$  

where “$Pr$” means probability, $1 - \alpha_i$ and $1 - \beta_r$ is a pre-specified minimum probability. “$\pi$” means possibility, $\varpi_i$ and $\omega_r$ are pre-specified acceptable levels of possibility.

4. The Equivalent Fuzzy Deterministic DEA Model

The CC-FSDCCR model can be transformed into the equivalent fuzzy deterministic DCCR (FDDCCR) model. Let $\rho_i$ and $\tau_r$ for $i = 1, \ldots, m$ and $r = 1, \ldots, s$ be slacks which can be inserted in inequality outside braces to achieve equality, therefore

$\pi \left\{ Pr \left\{ \sum_{j=1}^{n} \lambda_j \bar{x}_{ij} - \theta \bar{x}_{i0} \leq 0 \right\} = (1 - \alpha_i) + \rho_i \right\} \geq \varpi_i$  

$\pi \left\{ Pr \left\{ \bar{y}_{ro} - \sum_{j=1}^{n} \lambda_j \bar{y}_{rj} \leq 0 \right\} = (1 - \beta_r) + \tau_r \right\} \geq \omega_r$.  

Let $s_i^-$ and $s_i^+$ be positive variables such that
In this paper, fuzzy random input and output variables are assumed to be normal distributed, therefore (27) and (28) are respectively normalized by

\[
\pi \left\{ Pr \left\{ \sum_{j=1}^{n} \lambda_j \tilde{x}_{ij} - \theta \tilde{x}_{io} \leq - s_i \right\} = 1 - \alpha_i \right\} \geq \omega_i
\]  \tag{27}

\[
\pi \left\{ Pr \left\{ \tilde{y}_{ro} - \sum_{j=1}^{n} \lambda_j \tilde{y}_{ij} \leq - s_r \right\} = 1 - \beta_r \right\} \geq \omega_r
\]  \tag{28}

where \([-\theta, \lambda_1, ..., \lambda_n]^T\), \([1, -\lambda_1, ..., -\lambda_n]^T\), \(\text{Cov}_i\), and \(\text{Cov}_r\) are \((n+1) \times (n+1)\) matrices respectively indicating variance and covariance of fuzzy output and input random variables for the \(j\)th DMU in which the symbol “\(V\)” and “\(\text{Cov}\)” refer to variance and covariance operators, respectively.

\[
\text{Cov}_i = \begin{pmatrix}
V(\tilde{x}_{io}) & \text{Cov}(\tilde{x}_{io}, \tilde{x}_{i1}) & \cdots & \text{Cov}(\tilde{x}_{io}, \tilde{x}_{in}) \\
\text{Cov}(\tilde{x}_{io}, \tilde{x}_{i1}) & V(\tilde{x}_{i1}) & \cdots & \text{Cov}(\tilde{x}_{i1}, \tilde{x}_{in}) \\
\vdots & \vdots & \ddots & \vdots \\
\text{Cov}(\tilde{x}_{io}, \tilde{x}_{in}) & \text{Cov}(\tilde{x}_{i1}, \tilde{x}_{in}) & \cdots & V(\tilde{x}_{in})
\end{pmatrix}
\]  \tag{31}

\[
\text{Cov}_r = \begin{pmatrix}
V(\tilde{y}_{ro}) & \text{Cov}(\tilde{y}_{ro}, \tilde{y}_{r1}) & \cdots & \text{Cov}(\tilde{y}_{ro}, \tilde{y}_{rn}) \\
\text{Cov}(\tilde{y}_{ro}, \tilde{y}_{r1}) & V(\tilde{y}_{r1}) & \cdots & \text{Cov}(\tilde{y}_{r1}, \tilde{y}_{rn}) \\
\vdots & \vdots & \ddots & \vdots \\
\text{Cov}(\tilde{y}_{ro}, \tilde{y}_{rn}) & \text{Cov}(\tilde{y}_{r1}, \tilde{y}_{rn}) & \cdots & V(\tilde{y}_{rn})
\end{pmatrix}
\]  \tag{32}

Let the left hand side term inside “\(Pr\)” braces of (29) and (30) are respectively denoted by \(z_i\) for \(i = 1, ..., m\) and \(z_r\) for \(r = 1, ..., s\) which are assumed to be standard normal distributed with mean zero and variance one.

\[
\pi \left\{ Pr \left\{ \frac{- s_i - \sum_{j=1}^{n} \lambda_j E(\tilde{x}_{ij}) + \theta E(\tilde{x}_{io})}{\sqrt{[-\theta, \lambda]^T \text{Cov}_i [-\theta, \lambda]}} \right\} = 1 - \alpha_i \right\} \geq \omega_i
\]  \tag{33}
\[
\pi \left\{ \Pr \left[ z_r \leq \frac{-s_r^+ - E(\tilde{y}_{ro}) + \sum_{j=1}^{n} \lambda_j E(\tilde{y}_{rj})}{\sqrt{[1,-\lambda]^T \text{Cov}_r [1,-\lambda]}} \right] = 1 - \beta_r \right\} \geq \omega_r \quad (34)
\]

Therefore, (33) and (34) can be respectively reformulated to be

\[
\pi \left\{ \partial E(\tilde{x}_{io}) - \sum_{j=1}^{n} \lambda_j E(\tilde{x}_{ij}) - s_i^- = (\Phi^{-1}(1-\alpha_i))\sqrt{[-0,\lambda]^T \text{Cov}_i [-0,\lambda]} \right\} \geq \omega_i \quad (35)
\]

\[
\pi \left\{ \sum_{j=1}^{n} \lambda_j E(\tilde{y}_{rj}) - E(\tilde{y}_{ro}) - s_r^+ = (\Phi^{-1}(1-\beta_r))\sqrt{[1,-\lambda]^T \text{Cov}_r [1,-\lambda]} \right\} \geq \omega_r \quad (36)
\]

where \( \Phi \) represents the normal cumulative distribution function and \( \Phi^{-1} \) is its inverse. Since (35) and (36) are expressed by the expected value and the quadratic terms of variance-covariance matrices, \( \text{Cov}_i \) and \( \text{Cov}_r \), solving the FDDCCR model is a non-trivial task. In this paper, the linearization approach to obtain a linear deterministic equivalent model, which was introduced by Cooper et al. [5] and Li [10], is used. Let \( \tilde{x}_{io}, \tilde{x}_{ij}, \tilde{y}_{ro} \) and \( \tilde{y}_{rj} \) respectively represent fuzzy means of fuzzy input and output variables. \( \tilde{a}_{io}, \tilde{a}_{ij}, \tilde{b}_{ro} \) and \( \tilde{b}_{rj} \) respectively represent fuzzy standard deviations of fuzzy input and output variables. \( \zeta_{io}, \zeta_{ij}, \zeta_{ro} \) and \( \zeta_{rj} \) represent error structures which are assumed to be standard normal distributed. \( \tilde{a}_{io}\zeta_{io}, \tilde{a}_{ij}\zeta_{ij}, \tilde{b}_{ro}\zeta_{ro} \) and \( \tilde{b}_{rj}\zeta_{rj} \) represent symmetric disturbance or error terms of fuzzy input and output. Then input and output data structures can be written as follows.

\[
\tilde{x}_{io} = \tilde{x}_{io} + \tilde{a}_{io}\zeta_{io}, \tilde{x}_{ij} = \tilde{x}_{ij} + \tilde{a}_{ij}\zeta_{ij}, \tilde{y}_{ro} = \tilde{y}_{ro} + \tilde{b}_{ro}\zeta_{ro} \text{ and } \tilde{y}_{rj} = \tilde{y}_{rj} + \tilde{b}_{rj}\zeta_{rj} \quad (37)
\]

Therefore, fuzzy expected value and variance are given by

\[
E(\tilde{x}_{io}) = \tilde{x}_{io}, \quad E(\tilde{x}_{ij}) = \tilde{x}_{ij}, \quad E(\tilde{y}_{ro}) = \tilde{y}_{ro} \quad \text{and} \quad E(\tilde{y}_{rj}) = \tilde{y}_{rj} \quad (38)
\]

\[
\text{Var}(\tilde{x}_{io}) = \tilde{a}_{io}^2, \quad \text{Var}(\tilde{x}_{ij}) = \tilde{a}_{ij}^2, \quad \text{Var}(\tilde{y}_{ro}) = \tilde{b}_{ro}^2 \quad \text{and} \quad \text{Var}(\tilde{y}_{rj}) = \tilde{b}_{rj}^2. \quad (39)
\]

If (31) and (32) are substituted by fuzzy variances in (39) and correlations of all input and output data are assumed to be 1, then variance and covariance matrices of fuzzy inputs and outputs are given in (40) and (41), respectively.
Fuzzy standard deviation terms in (35) and (36) are respectively reformulated to be

\[
\sqrt{[-0, \lambda]^T \text{Cov}_i [-0, \lambda]} = \sum_{j=1}^{n} \lambda_{ij} \tilde{a}_{ij} - \beta \tilde{a}_{io}
\]

(42)

\[
\sqrt{[1, -\lambda]^T \text{Cov}_r [1, -\lambda]} = \sum_{j=1}^{n} \lambda_{ij} \tilde{b}_{ij} - \tilde{b}_{ro}.
\]

(43)

By substituting of fuzzy standard deviation in (42) and (43) into (35) and (36), respectively, the equivalent fuzzy deterministic DCCR model (FDDCCR) in terms of fuzzy LP problem can be formulated as follows.

\[
(FDDCCR) \min \theta
\]

Subject to \[
\pi \left\{ \sum_{j=1}^{n} \lambda_{ij} (\tilde{x}_{ij} + (\Phi^{-1} (1 - \alpha_i)) \tilde{a}_{ij}) - (\tilde{x}_{io} + (\Phi^{-1} (1 - \alpha_i)) \tilde{a}_{io}) \theta \leq 0 \right\} \geq \alpha_i \quad (45)
\]

\[
\pi \left\{ (\tilde{y}_{ro} - (\Phi^{-1} (1 - \beta_r)) \tilde{b}_{ro}) - \sum_{j=1}^{n} \lambda_{ij} (\tilde{y}_{lj} - (\Phi^{-1} (1 - \beta_r)) \tilde{b}_{lj}) \leq 0 \right\} \geq \omega_r \quad (46)
\]

\[
\theta \text{ Unrestricted}, \quad \lambda_{ij} \geq 0. \quad (47)
\]

5. The Equivalent Crisp Deterministic DEA Model

Based on Possibility theory, Lertworasirikul et al. [9] proved and proposed Lemma 1 for solving the fuzzy multiplier form of input-oriented CCR model.

Lemma 1. Let \( \tilde{a}_1, \ldots, \tilde{a}_n \) be fuzzy variables with normal and convex membership functions and \( b \) be a crisp variable. Let \( \left( \bullet \right)_{a_i}^L \) and \( \left( \bullet \right)_{a_i}^U \) denote the lower and upper bounds of the \( \alpha \)-level set of \( \tilde{a}_i \) for \( i = 1, \ldots, n \). Then, for any given possibility levels \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) with \( 0 \leq \alpha_1, \alpha_2, \alpha_3 \leq 1 \)
(i) \[ \pi(\tilde{a}_1 + \cdots + \tilde{a}_n) \leq b \geq a_1 \text{ if and only if } (\tilde{a}_1)^L_{a_1} + \cdots + (\tilde{a}_n)^L_{a_1} \leq b, \]

(ii) \[ \pi(\tilde{a}_1 + \cdots + \tilde{a}_n) \geq b \geq a_2 \text{ if and only if } (\tilde{a}_1)^U_{a_2} + \cdots + (\tilde{a}_n)^U_{a_2} \geq b, \]

(iii) \[ \pi(\tilde{a}_1 + \cdots + \tilde{a}_n) = b \geq a_3 \text{ if and only if } (\tilde{a}_1)^L_{a_3} + \cdots + (\tilde{a}_n)^L_{a_3} \leq b \text{ and } (\tilde{a}_1)^U_{a_3} + \cdots + (\tilde{a}_n)^U_{a_3} \geq b. \]

To build the equivalent CDDCCR model, Lemma 1 is used to transform the fuzzy deterministic constraints in (45) and (46) into equivalent crisp deterministic constraints as given by

\[
\left( \sum_{j=1}^{n} \lambda_j (\tilde{x}_{ij} + (\Phi^{-1}(1-\alpha_j))\tilde{a}_{ij}) \right)^L_{\alpha_i} - \left( \tilde{\eta}_{io} + (\Phi^{-1}(1-\alpha_i))\tilde{a}_{io} \right)\theta \leq 0 \quad (47)
\]

\[
\left( \tilde{\eta}_{ro} - (\Phi^{-1}(1-\beta_r))\tilde{b}_{ro} \right)^L_{\alpha_r} - \left( \sum_{j=1}^{n} \lambda_j (\tilde{y}_{ij} - (\Phi^{-1}(1-\beta_r))\tilde{b}_{ij} ) \right)^U_{\alpha_r} \leq 0. \quad (48)
\]

Let \( s_i^- \) for \( i = 1, \ldots, m \) and \( s_r^+ \) for \( r = 1, \ldots, s \) are slack variables which can be inserted into inequalities (47) and (48) to achieve equalities and assume that fuzzy standard deviations are approximated by crisp standard deviations. Therefore, the equivalent CDDCCR model becomes the following multi-objective linear programming problem.

(Phase I-CDDCCR) \[ \min \theta \quad (49) \]

(Phase II-CDDCCR) \[ \max \sum_{i=1}^{m} s_i^- + \sum_{r=1}^{s} s_r^+ \quad (50) \]

Subject to

\[
\sum_{j=1}^{n} \lambda_j (\tilde{x}_{ij})^L_{\alpha_i} + (\Phi^{-1}(1-\alpha_j))\tilde{a}_{ij} - (\tilde{\eta}_{io})^U_{\alpha_i} + (\Phi^{-1}(1-\alpha_i))\tilde{a}_{io} \theta + s_i^- = 0; \ i = 1, \ldots, m \quad (51)
\]

\[
(\tilde{\eta}_{ro})^L_{\alpha_r} - (\Phi^{-1}(1-\beta_r))\tilde{b}_{ro} - \sum_{j=1}^{n} \lambda_j ((\tilde{y}_{ij})^U_{\alpha_j} - (\Phi^{-1}(1-\beta_r))\tilde{b}_{ij}) + s_r^+ = 0; \ r = 1, \ldots, s \quad (52)
\]

\[ \theta \text{ Unrestricted, } \lambda_j \geq 0, \ s_i^- \geq 0, \ s_r^+ \geq 0 \quad (53) \]
6. Numerical Example

Suppose that there are 4 evaluated DMUs, each of which uses the same type of inputs and produces the same type of one fuzzy random output (see Table 1).

Table 1. Inputs and the Output Data

<table>
<thead>
<tr>
<th>DMUs</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Input 3</th>
<th>Input 4</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Points at membership function = 1</td>
<td>Spread</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>U</td>
</tr>
<tr>
<td>DMU 1</td>
<td>12</td>
<td>(4, 5, 7)</td>
<td>{18, 18, 21, 23, 24}</td>
<td>(8, 8, 9, 9, 9)</td>
<td>2</td>
</tr>
<tr>
<td>DMU 2</td>
<td>15</td>
<td>(8, 11, 15)</td>
<td>{18, 18, 21, 23, 24}</td>
<td>(8, 8, 9, 9, 9)</td>
<td>2</td>
</tr>
<tr>
<td>DMU 3</td>
<td>15</td>
<td>(8, 11, 15)</td>
<td>{25, 25, 26, 28, 29}</td>
<td>{10, 13, 14, 16}</td>
<td>1</td>
</tr>
<tr>
<td>DMU 4</td>
<td>18</td>
<td>(10, 12, 15)</td>
<td>{27, 28, 29, 29, 29}</td>
<td>{9, 10, 10, 11, 11}</td>
<td>1</td>
</tr>
</tbody>
</table>

From table 1, input 1 is a crisp deterministic data, input 2 is a triangular fuzzy deterministic data, input 3 is a crisp stochastic data with observations, input 4 is a triangular fuzzy stochastic data with observations, and output is a triangular fuzzy stochastic data with observations. To evaluate DMU 1, 2, 3 and 4, first, minimum probability and acceptable levels of possibility are specified by a decision maker. Let \( \alpha_3 = \alpha_4 = \beta = 0.05 \) or \( \Phi^{-1}(1 - \alpha_3) = \Phi^{-1}(1 - \alpha_4) = \Phi^{-1}(1 - \beta) = 1.645 \) and \( \omega_2 = \omega_4 = \omega = 0.5 \). Then the CDCCR model becomes the following multi-objective linear programming problem.

(Phase I-CDDCCR) \[ \min \ \theta \] (54)

(Phase II-CDDCCR) \[ \max s_1^- + s_2^- + s_3^- + s_4^- + s^+ \] (55)

Subject to

Input 1 constraint; \[ (12\lambda_1 + 15\lambda_2 + 15\lambda_3 + 18\lambda_4) + s_1^- = x_{10} \theta \] (56)

Input 2 constraint; \[ (4.5\lambda_1 + 9.5\lambda_2 + 9.5\lambda_3 + 11\lambda_4) + s_2^- = 0.5((\bar{x}_{20})_U + (\bar{x}_{20})_L) \theta \] (57)

Input 3 constraint;

\[ (25.3647\lambda_1 + 25.3647\lambda_2 + 29.5883\lambda_3 + 29.8713\lambda_4) + s_3^- = (\bar{x}_{30} + 1.645a_{30}) \theta \] (58)

Input 4 constraint;
Using the data from the LP problem, the optimal solution is:

\[ \theta^* = 0.8485, \lambda_1^* = 0.8485, \lambda_2^* = 0, \lambda_3^* = 0, \lambda_4^* = 0, \quad d_1^- = 0, d_2^- = 1.2728, d_3^- = 0, d_4^- = 1.6971, \quad s^+ = 0 \]

In a similar manner for DMU 2, 3, and 4, the optimal solutions are:

For DMU 2:

\[ \theta^* = 0.6362, \lambda_1^* = 0.7421, \lambda_2^* = 0, \lambda_3^* = 0, \lambda_4^* = 0, \quad d_1^- = 0.6374, d_2^- = 4.9309, d_3^- = 4.8271, \quad s^+ = 0 \]

For DMU 3:

\[ \theta^* = 0.7202, \lambda_1^* = 0.8482, \lambda_2^* = 0, \lambda_3^* = 0, \lambda_4^* = 0, \quad d_1^- = 2.7858, d_2^- = 5.9062, d_3^- = 1.8473, \quad s^+ = 0 \]

For DMU 4:

\[ \theta^* = 0.8485, \lambda_1^* = 0.8485, \lambda_2^* = 0, \lambda_3^* = 0, \lambda_4^* = 0, \quad d_1^- = 2.5456, d_2^- = 7.2125, d_3^- = 1.6971, \quad s^+ = 0 \]

Since \( \theta^* < 1 \) for all DMUs, then all DMUs are determined to be the CCR-inefficient DMUs at possibility level \( \omega_2 = \omega_4 = \omega = 0.5 \). Results of efficiency evaluation at possibility level 0, 0.25, 0.5, 0.75 and 1 are shown in Table 2.

From Table 2, consider DMU 1, since \( \theta^* = 1 \) at \( \omega_2 = \omega_4 = \omega = 1 \) and max slack solution is the zero slack solution then DMU 1 is found to be CCR-efficient. However, DMU 2 is the technical efficiency, which is not CCR-efficient, because the max slack solution is not the zero slack. For DMU 3 and 4, there are \( \theta^* < 1 \) therefore all of them are evaluated to be CCR-inefficient. Consider optimal solution \( \theta^* \) of all DMUs at \( \omega_2 = \omega_4 = \omega = 1 \), there are not optimal solutions which are equal to 1. Therefore, optimal solution must be unitized by maximum division, for example, if \( \theta^* \) of DMU 1, 2, 3 and 4 at \( \omega_2 = \omega_4 = \omega = 0 \) are 0.7184, 0.7184, 0.5552 and 0.6336, respectively, are multiplied by 1/max {0.7184, 0.7184, 0.5552 and 0.6336}, then we have technical efficiency of DMU 1, 2, 3 and 4 are 1, 1, 0.7728 and 0.88196.
Table 2. Results of efficiency evaluation

<table>
<thead>
<tr>
<th>DMU₀</th>
<th>Optimal solution</th>
<th>Significant level 0.05 and Possibility level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMU 1</td>
<td></td>
<td>θ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₄*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₂*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₃*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₄*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₁⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₂⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₃⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₄⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s⁺*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMU 2</td>
<td></td>
<td>θ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₄*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₂*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₃*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>λ₄*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₁⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₂⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₃⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s₄⁻*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s⁺*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMU₀</td>
<td>Optimal solution</td>
<td>Significant level 0.05 and Possibility level</td>
</tr>
<tr>
<td>------</td>
<td>-----------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>DMU 3</td>
<td>$\theta^*$</td>
<td>0.5552</td>
</tr>
<tr>
<td></td>
<td>$\lambda_1^*$</td>
<td>0.6476</td>
</tr>
<tr>
<td></td>
<td>$\lambda_2^*$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\lambda_3^*$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\lambda_4^*$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_1^-$</td>
<td>0.5562</td>
</tr>
<tr>
<td></td>
<td>$s_2^-$</td>
<td>5.7373</td>
</tr>
<tr>
<td></td>
<td>$s_3^-$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_4^-$</td>
<td>5.1377</td>
</tr>
<tr>
<td></td>
<td>$s^+$</td>
<td>0</td>
</tr>
<tr>
<td>DMU 4</td>
<td>$\theta^*$</td>
<td>0.6336</td>
</tr>
<tr>
<td></td>
<td>$\lambda_1^*$</td>
<td>0.7462</td>
</tr>
<tr>
<td></td>
<td>$\lambda_2^*$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\lambda_3^*$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\lambda_4^*$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_1^-$</td>
<td>2.4509</td>
</tr>
<tr>
<td></td>
<td>$s_2^-$</td>
<td>6.5198</td>
</tr>
<tr>
<td></td>
<td>$s_3^-$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_4^-$</td>
<td>3.0051</td>
</tr>
<tr>
<td></td>
<td>$s^+$</td>
<td>0</td>
</tr>
</tbody>
</table>
7. Conclusion

This paper has presented the FSDCCR-I model which allow for the fuzzily imprecise and probabilistically uncertain. Confronting both fuzzy and probabilistic uncertainties, the concept of chance-constrained programming and the possibility approach are used to transform FSDCCR-I model to be the FDDCCR-I and the CDDCCR-I model, respectively. However, since the DCCR-I model is an only simplest DEA model, then this procedure will be adopted to solve other DEA model in future study.
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